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Theorem 1 ((Generalized) Glivenko–Cantelli Theorem (with Bracketing)). Let
(𝑋,A, 𝑃) be a probability space and F a collection of measurable functions 𝑓 : 𝑋 → R.
If 𝑁[ ] (Y,F , 𝐿1(𝑃)) < ∞ for all Y > 0, then F is 𝑃-Glivenko–Cantelli, that is,

∥P𝑛 − 𝑃∥F :=
(

sup
𝑓 ∈F

��P𝑛 𝑓 − 𝑃 𝑓
��) 𝑎.𝑠.∗−−−−→

𝑛→∞
0

where P𝑛 𝑓 :=
∫

𝑓 𝑑P𝑛 = 1
𝑛

∑𝑛
𝑖=1 𝑓 (𝑋𝑖) with 𝑋𝑖 ∼𝑖.𝑖.𝑑. 𝑃 and P 𝑓 :=

∫
𝑓 𝑑P, the

superscript ∗ denotes outer probabilities defined for any subset 𝐵 of 𝑋 as 𝑃∗(𝐵) =

inf{𝑃(𝐴) : 𝐴 ⊇ 𝐵, 𝐴 ∈ A}, and 𝑁[ ] (Y,F , 𝐿1(𝑃)) is the 𝐿1 bracketing number of
F defined as the minimum number of 𝐿1-Y-brackets [𝑙, 𝑢] Y = { 𝑓 ∈ F : 𝑙 ≤ 𝑓 ≤
𝑢 for some integrable functions 𝑙, 𝑢 : 𝑋 → R with ∥𝑢 − 𝑙∥1 ≤ Y} to cover F .

Proof. Let Y > 0. Pick finitely many 𝐿1-Y-brackets ( [𝑙𝑖 , 𝑢𝑖] Y)𝑖=1,...,𝑚 of F such that
𝑚 = 𝑁[ ] (Y,F , 𝐿1(𝑃)). In particular, the union of the [𝑙𝑖 , 𝑢𝑖] Y contains F and ∥𝑢𝑖− 𝑙𝑖 ∥1 =∫
|𝑢𝑖 − 𝑓𝑖 | 𝑑𝑃 =

∫
(𝑢𝑖 − 𝑓𝑖) 𝑑𝑃 = 𝑃(𝑢𝑖 − 𝑓𝑖) ≤ Y. Then for all 𝑓 ∈ F , there is a bracket

[𝑙𝑖 , 𝑢𝑖] such that (P𝑛 − 𝑃) 𝑓 ≤ (P𝑛 − 𝑃)𝑢𝑖 + 𝑃(𝑢𝑖 − 𝑓 ) ≤ (P𝑛 − 𝑃)𝑢𝑖 + Y and (𝑃 − P𝑛) 𝑓 ≤
(𝑃−P𝑛)𝑙𝑖+Y. Thus sup 𝑓 ∈F | (P𝑛−𝑃) 𝑓 | ≤ Y+max1≤𝑖≤𝑚(P𝑛−𝑃)𝑢𝑖∨max1≤𝑖≤𝑚(𝑃−P𝑛)𝑙𝑖 .
By the strong law of large numbers for real random variables applied 2𝑚 times, the right
side converges to Y a.s. as 𝑛 → ∞. Thus lim sup𝑛 (sup 𝑓 ∈F | (P𝑛 − 𝑃) 𝑓 |) ≤ Y a.s.* for
every Y > 0. By taking a sequence Y𝑘 ↓ 0, the lim sup is 0 a.s.*. This concludes the
proof. □

Reference. T.2.4.1. in Wellner&vdV WCEP p.122 or T.6.1. in Wellner’s EP notes p.34
or L.3.1. in van de Geer AEP p.25.

Remark. There are measurability issues with sup of uncountable families, hence the need
to consider outer probability and outer expectation, which were introduced by Hoffmann-
Jørgensen and Dudley. A similar issue exists for stochastic processes in exotic spaces.

Lemma 2 (Chebyshev’s Inequality). For any real random variable 𝑋 and 𝑡 > 0,

𝑃( |𝑋 | ≥ 𝑡) ≤ 𝐸𝑋2

𝑡2
.

Proof. We have 𝐸𝑋2 ≥ 𝐸 (𝑋21 |𝑋 | ≥𝑡 ) ≥ 𝑡2𝑃( |𝑋 | ≥ 𝑡). □

Reference. T.8.3.1. in Dudley RAP p.261.
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Lemma 3 (Borel–Cantelli Lemma). Let (𝑋,A, 𝑃) be a probability space and (𝐴𝑛)𝑛∈N
a sequence of measurable sets. Define the event lim sup𝑛 𝐴𝑛 :=

⋂
𝑚≥1

⋃
𝑛≥𝑚 𝐴𝑛 (=:

𝐴𝑛 i.o.). If
∑∞

𝑛=1 𝑃(𝐴𝑛) < ∞, then 𝑃(lim sup𝑛 𝐴𝑛) = 0.

Proof. For each𝑚 ∈ N, we have 𝑃(lim sup𝑛 𝐴𝑛) ≤ 𝑃(⋃𝑛≥𝑚 𝐴𝑛) ≤
∑

𝑛≥𝑚 𝑃(𝐴𝑛), where
the second inequality follows from the union bound. Since

∑∞
𝑛=1 𝑃(𝐴𝑛) < ∞, we have∑

𝑛≥𝑚 𝑃(𝐴𝑛) → 0 as 𝑚 → ∞. □

Reference. T.8.3.4. in Dudley RAP p.262.

Lemma 4. For any nonnegative random variable 𝑌 , we have 𝐸𝑌 ≤
∑∞

𝑛=0 𝑃(𝑌 > 𝑛) ≤
𝐸𝑌 + 1. Thus 𝐸𝑌 < ∞ if and only if

∑∞
𝑛=0 𝑃(𝑌 > 𝑛) < ∞.

Proof. Define 𝐴𝑘 := {𝑘 < 𝑌 ≤ 𝑘 + 1} for 𝑘 = 0, 1, . . . . Then
∑∞

𝑛=0 𝑃(𝑌 > 𝑛) =∑∞
𝑛=0

∑
𝑘≥𝑛 𝑃(𝐴𝑘) =

∑∞
𝑘=0(𝑘 +1)𝑃(𝐴𝑘), by rearranging sums of positive terms. Define

𝑈 :=
∑∞

𝑘=0 𝑘1𝐴𝑘
. Then 𝑈 ≤ 𝑌 ≤ 𝑈 + 1, so 𝐸𝑈 ≤ 𝐸𝑌 ≤ 𝐸𝑈 + 1 ≤ 𝐸𝑌 + 1, from which

the result follows. □

Reference. L.8.3.6. in Dudley RAP p.263.

Lemma 5 ((Kolmogorov–Etemadi) Strong Law of Large Numbers). Let (𝑋𝑛)𝑛∈N be a
sequence of identically distributed pairwise independent real-valued random variables
such that E |𝑋1 | < +∞. Let 𝑆𝑛 =

∑𝑛
𝑖=1 𝑋𝑛 and E 𝑋1 = 𝑚. Then

𝑆𝑛

𝑛

𝑎.𝑠.−−−→ 𝑚.

Proof. Since pairwise independence is preserved under a Borel transformation and 𝑋𝑛 =

𝑋+
𝑛 − 𝑋−

𝑛 where 𝑋+
𝑛 := max(𝑋𝑛, 0) and 𝑋−

𝑛 := −min(𝑋𝑛, 0), we can prove the results for
𝑋𝑛 ≥ 0 without loss of generality.

Define 𝑌𝑛 := 𝑋𝑛1{𝑋𝑛≤𝑛} and 𝑇𝑛 :=
∑𝑛

𝑖=1𝑌𝑖 . The 𝑌𝑛 form a sequence of pairwise
independent random variables with moments of all orders (note that the 𝑌𝑛 are not
identically distributed). Given 𝛼 > 1, define the fast time scale 𝑘 (𝑛) := [𝛼𝑛] where [𝑥]
denotes the greatest integer less than or equal to 𝑥.

Let Y > 0. By Chebyshev’s inequality and pairwise independence, we have
𝑃( |𝑇𝑘 (𝑛) − 𝐸𝑇𝑘 (𝑛) | > Y𝑘 (𝑛)) ≤ Var(𝑇𝑘 (𝑛) )/𝑘 (𝑛)2Y2 =

∑𝑘 (𝑛)
𝑖=1 Var(𝑌𝑖)/𝑘 (𝑛)2Y2 ≤∑𝑘 (𝑛)

𝑖=1 𝐸𝑌2
𝑖
/𝑘 (𝑛)2Y2 =

∑𝑘 (𝑛)
𝑖=1 𝐸 (𝑋2

𝑖
1{𝑋𝑖≤𝑖})/𝑘 (𝑛)2Y2 =

∑𝑘 (𝑛)
𝑖=1 𝐸 (𝑋2

1 1{𝑋1≤𝑖})/𝑘 (𝑛)2Y2 ≤∑𝑘 (𝑛)
𝑖=1 𝐸 (𝑋2

1 1{𝑋1≤𝑘 (𝑛) })/𝑘 (𝑛)2Y2 = 𝐸 (𝑋2
1 1{𝑋1≤𝑘 (𝑛) })/𝑘 (𝑛)Y2. Thus

∑
:=∑∞

𝑛=1 𝑃( |𝑇𝑘 (𝑛) − 𝐸𝑇𝑘 (𝑛) | > Y𝑘 (𝑛)) ≤
∑∞

𝑛=1 𝐸 (𝑋2
1 1{𝑋1≤𝑘 (𝑛) })/𝑘 (𝑛)Y2 =

Y−2E (𝑋2
1
∑∞

𝑛=1 1{𝑋1≤𝑘 (𝑛) }/𝑘 (𝑛)) where the equality follows from Fubini–Tonelli.
Let 𝑥 > 0 and define 𝑁 := min{𝑛 ≥ 1 : 𝑘 (𝑛) ≥ 𝑥}. Then 𝛼𝑁 ≥ 𝑥, and since 𝑦 ≤ 2[𝑦]

for any 𝑦 ≥ 1, we have
∑∞

𝑛=1 1{𝑥≤𝑘 (𝑛) }/𝑘 (𝑛) =
∑

𝑘 (𝑛)≥𝑥 1/𝑘 (𝑛) ≤ 2
∑

𝑛≥𝑁 𝛼−𝑛 =

𝑐𝛼−𝑁 ≤ 𝑐/𝑥 where 𝑐 = 2𝛼/(𝛼 − 1). Thus
∑∞

𝑛=1 1{𝑋1≤𝑘 (𝑛) }/𝑘 (𝑛) ≤ 𝑎/𝑋1 for 𝑋1 >

0. Therefore
∑

≤ 𝑎Y−2𝐸𝑋1 < ∞. By the Borel–Cantelli lemma, we have |𝑇𝑘 (𝑛) −
𝐸𝑇𝑘 (𝑛) |/𝑘 (𝑛) → 0 a.s.. By the dominated convergence theorem, 𝐸𝑌𝑖 = E (𝑋𝑖1{𝑋1≤𝑖}) →
𝐸𝑋1 as 𝑖 → ∞. It follows that 𝐸𝑇𝑘 (𝑛)/𝑘 (𝑛) → 𝐸𝑋1 as 𝑛 → ∞. Thus 𝑇𝑘 (𝑛)/𝑘 (𝑛) → 𝐸𝑋1
a.s. as 𝑛 → ∞.

Furthermore, since 𝐸𝑋𝑛 < ∞ by hypothesis,
∑

𝑛 𝑃(𝑋𝑛 ≠ 𝑌𝑛) =
∑

𝑛 𝑃(𝑋𝑛 > 𝑛) < ∞
by Lemma 4. By the Borel–Cantelli lemma, 𝑋𝑛 − 𝑌𝑛 → 0 a.s. as 𝑛 → ∞, hence
(𝑆𝑛 − 𝑇𝑛)/𝑛 → 0 a.s. as 𝑛 → ∞. By the previous result, 𝑆𝑘 (𝑛)/𝑘 (𝑛) → 𝐸𝑋1 a.s. as

2



𝑛 → ∞. If 𝑘 (𝑛) ≤ 𝑚 ≤ 𝑘 (𝑛 + 1), then 𝑘 (𝑛)
𝑘 (𝑛+1)

𝑆𝑘 (𝑛)
𝑘 (𝑛) ≤ 𝑆𝑚

𝑚
≤ 𝑘 (𝑛+1)

𝑘 (𝑛)
𝑆𝑘 (𝑛+1)
𝑘 (𝑛+1) since 𝑋𝑛 ≥ 0.

But 𝑘 (𝑛 + 1)/𝑘 (𝑛) → 𝛼 as 𝑛 → ∞, hence 1
𝛼
𝐸𝑋1 ≤ lim inf𝑚→∞

𝑆𝑚
𝑚

≤ lim sup𝑚→∞
𝑆𝑚
𝑚

≤
𝛼𝐸𝑋1 a.s.. Letting 𝛼 → 1 via rational 𝛼 > 1, we get lim𝑚→∞ 𝑆𝑚/𝑚 = 𝐸𝑋1 a.s.. This
concludes the proof. □

Reference. The proof is from Etemadi (1981). See T.5.4. in Bhattacharya&Waymire
p.89 or T.2.4.1. in Durrett PTE p.76 or T.8.3.5. in Dudley RAP p.263 (which is stated
for independent RVs but without change for the proof). For another proof based on the
convergence of random series (using Kolmogorov’s maximal inequality), see Kallenberg
FMP (T.5.23. p.113) or Dembo’s notes (S.2.3.2. p.91).
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